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ABSTRACT 

Results are prnented for hadronic jet and direct photon production at fi = 1800 GcV. The data are 
compared with nut-te.leading QCD calculations. A new limit an the scale of possible composite structure 
of the quarka is &a reported. 

Eigh cnexgy @ collisions produce a large rate 
of hadronic jets by the mechanism of hard par- 
tonic scattering. This scattering is generally de 
scribed by the theory of Quantum Chromody- 
namiu (QCD), either via lesding-log S~OWC~ 

Monte Carlo techniques [l], or by explicit per- 
turbative calculations. Recently, several groups 
have published computations ofjet production to 
next-tc-leading order in the strong coupling con- 
stant a, (order a. “) [2,3]. These calculations 
and others will reduce the theoretical error as- 
sociated with perturbative QCD calculations; it 
has been suggested [4] that a characteristic pre- 
cision of 20% may soon be typical of the field. In 
addition, new dynamical distributions involving 
partonic radiation are now calculable and avail- 
able for experimental testing. 

The Tevatron collider provides an ideal lab- 
oratory for these tests, since the jet production 
spectrum extends ova many orders ofmagnituda 
in the jet ttansverse energy Et ln this paper 
we describe recent measurements of jet and di- 
rect photon production at the CDF experiment 
at the Tevatron, and compare those radtr with 
recent predictions of perturbative QCD. 

Jets at CDF are identified as localized deposits 
of calorimetric energy, identified by a cone al- 
gorithm pluamtetrized by a cone radius R = 
\/(A$) + (Av), where q is the pseudwapidity, 
and 4 is the azimuthal angle w.r.t the line de- 
fined by the colliding beams. Cone radii used 
in this papa range from R = 0.4 to A = 1.0. 
The transverse energy Et is defined M E#inB, 
where 8 is the angle between the beamline and 
a line from the event vertex to the center of the 
jet cluster. The algorithm is fully described in 

151. The central calorimeter, used in the measure- 
ments described here, consists of projective tow- 
err of metal absorber-acintillator sandwich con- 
struction. They cover an ?-range of 1~1 < 1.1, 
and the full range in 4. The calorimeter encloses 
the central tracking chamber (CTC), which mea- 
sures track momenta in a 1.4 T solenoidal mag- 
netic field. 

The observed jet response in the calorimeter 
differs from the true Et due to the effects of de- 
tector cracks and nonlinearity. We determine the 
magnitude of these effects using a combination 
of testbeem data and isolated tracks in the CTC 

to measure the calorimeter response to single pi- 
ens to a precision of approximately 5%. This 
response, combined with fragmentation informa- 
tion from tracks in jets, can be used to simulate 
observed jets and obtain the required corrections. 
The procedure may be used to correct the aver- 
age Et of jets M additionally to incorporate the 
effects of resolution, which modifies the shape of 
any steeply falling Et spectrum. 

We have measured the inclusive Et spectrum 
of jets using a trigger which required a single 
high-E, calorimeter duster above thresholds which 
ranged from 20 GeV to 60 GeV (the lower Et 
thresholds were prescaled). This trigger was de- 
termined to be z 98% efficient for jets with mea- 
sured Et between 35-100 GeV, depending on threrh- 
old. We imposed this cut on the jets, and also xe- 
quircd an event vertex within 60 cm of the nomi- 
nal beam interaction point, and that the jets fall 
in the range 0.1 < 1~1 < 0.7. These cuts gunran- 
tee uniform energy measurement in the central 
calorimeter. We rejected cosmic my background 
as in [6]. 
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Figure 1 shows the inclusive jet cross-section 
for II clustering radius R = 0.7, along with a 
prediction of nut-to-leading order QCD using 
HMRSB structure functions [7] and a renormal- 
iration scale ofp = Et The data have been car- 
rected for energy losses and resolution smearing 
as discussed above. The corrections include the 
effect ofcontributions to the jet energy from the 
underlying event not associated with the hard 
scattering puxess. We make no correction for 
energy falling outside the clustering cone, M this 
should be accounted for in next-to-leading order 
calculations. The data and the calculation show 
good agreement over 7 orders of magnitude of 
cross-section. 

Figure 2 contains the same data plotted (u the 
fractional difference of the data with the HMRSB 
calculation (p = Et ). The dotted lines reprc 
sent the Et -independent part of the systematic 
error. The data points include statistical and 
Et -dependent systematic error. The systematic 
error is typically 25%. A number of other the- 
oretical predictions are also displayed to exhibit 
the variation with structure functions. Fitr of 
theoretical curve to the data (for Et >50 GeV) 
yield normalizations between 1.15 (HMRSB) to 
1.29 (MTBl). HMRSE structure functions result 
in a poor fit to the data. The expected theoret- 
ical error (estimated from p variation) is esti- 
mated at approximately 10% for this cone size. 

Perturbative calculations at order (I, s predict 
that the measured inclusive jet cross-section will 
depend on the choice of cluster cone radius R. 
We measured the cros+scction at three choices of 
cone radius, 0.4, 0.7, and 1.0. Threshold choices 
and corrections were done independently for each 
cone six. The results were fit to a function of 
the form A + B In R, yielding best fits of A = 
0.79zkO.02 nb/GeV and B = 0.49iO.03 “b/G&‘, 
for jets of 100 GeV Et (For more details on 
nut-tc-leading order computations, see the con- 
tributions of S. Ellia and P. Chiapetts, these pro- 
ceedings.) 

Our data may be used to search for the pres- 
ence of quark substructure, which can manifest 
itself as an enhancement in the cross-section at 
high jet E, . This effect is conventionally written 
as a 4-Fermi interaction characterized by a con- 
stant AC, with units of energy. Currently, only 

leading order calculations that include this con- 
tact term are available. We therefore fit the spec- 
trum to leading-order QCD in the region 50GeV 
<E, cl60 GeV, where effects of A, > 750 GeV 
are negligible. An overall normalization factor is 
the only free parameter in the fit. We use a cone 
size of 1.0 to minimize effects of energy loss out 
of the cone, not accounted for at this order in the 
IhCOIY. 

We extrapolate the fitted curves to the region 
Et 460 GeV for various values of AC, and com- 
pare with the data. Point-tepoint correlations 
are included for the Et -dependent systematic er- 
ror. We find the limit using the structure func- 
tion sets HMRSB,MTS, and MTB [7,5]. The set 
HMRSE yielded poor fits in the region below 160 
GeV, and w(u excluded. In this way we derive a 
limit on AC of 1400 GcV, at the 95% confidence 
level. 

Next-t-leading order QCD calculations prc- 
vide, for the first time in a perturbativc c&u- 
lation, information on the internal distribution 
of energy within a jet. We have measured the 
internal pt flow inside jets using tracking infor- 
mation from the CTC. The jets are selected by 
requiring them to be central (0.1 < 171 < 0.7), 
to have an event vertex within 60 cm of the in- 
teraction point, and to have Et in the range 95 
GeV < E, < 120 GeV (corrected). This selects 
about 15% of the triggers which required a 60 
GeV trigger cluster. We use .s cluster ccme ra- 
diur of R = 1.0. 

Tracks pointing inside the cone radius are re- 
lected if they pass cuts on the occupancy (50% 
of the expected hits present) and have sufficient 
3-dimensional reconstruction. For each selected 
track, we compute the distance r, in r~-# space, 
mesrurcd to the jet calorimeter centroid. We 
make the pt density distribution 

p(r)= ;c-Ld”, 
,sra W.0) d+ 

where P,(l.O) is the total transverse momentum 
carried by tracks inside the cluster cone, and N 
L the total number of jets in the sample. 

Figure 3 shows the integral of p(r) compared 
toana,’ computation [9] using HMRSB struc- 
ture functions and JL = Et The distribution 
is normalired to Pr (1.0) as defined above. The 
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data have been corrected for tracking efficiency. 
We estimate this efficiency as functions of jet 
Et and spscial separation of the tracks by inject- 
ing Monte Carlo tracks into real jet events. The 
theoretical calculation is expected, at this order, 
to vary somewhat with choice of renormaliration 
scale jb. 

The dominant systematic error for the inte- 
gral distribution comes from the accuracy with 
which the jet axis can be determined. This has 
a its largest effect close to the jet core, (where 
the distribution is steeper), where it causes an 
uncertainty of 25%. Other effects arc the un- 
certainty in the tracking correction, taken as its 
full vdue of 7% in the jet core, and the effects 
of jet Et resolution, which causes I) 6% effect in 
the core. The systematic uncertainty is greatly 
reduced (u one moves away from the jet core, 
falling to about 4% at R = 0.4. 

Jets in the central calorimeter can also be used 
to compute the d&t invariant mass and to mea- 
sure its spectrum. We define the m-us as iUjj = 

(El + Ez)’ + (p, + h)‘, where p is the rector 
momentum, measured in the calorimeter. The 
two most energetic jets in the event are used to 
compute the mass. We require both jets to sat- 
isfy requirements on ‘I (191 < 0.7) and to hare an 
event vertex Neal the interaction point. The trig- 
ger was w discussed for the inclusive jet cross- 
section measurement. This analysis required mea- 
sured dijet mass thresholds of 120-280 GeV for 
8 cone of 1.0 and loo-240 GeV for a cone of 0.7. 
Jets in the region 171 < 0.1 encounter 8 region 
of partial coverage in the CDF detector. For this 
reason we apply an vdcpendent correction to the 
Et ofjets used in this measurement. The cormc- 
tion map is derived from a study of the pt balance 
of dijet events, where one jet ir well-measrued. 

The data can be compared to a leading order 
QCD computation. In doing this WC apply no 
corrections for underlying event energy or energy 
falling out of the clustering cone, nor do we ap 
ply a cut in the A6 of the two leading jets. We 
instead treat these effects as phenomenologicd 
uncertainties when fitting the data to theoretical 
predictions. 

We have compared the data to leading-order 
QCD for two values of the cluster cone radius, 
R = 0.7 and R = 1.0. We convolve the theoret- 

ical curve with the jet resolution and response, 
rather than correcting the observed energies as 
in the inclusive jet cross-section. The correla- 
tions in the systematic errors are included in 
our fits. The systematic errors arc dominated 
by calorimetry and fragmentation modeling, and 
*re typically 50-55% of the value of the cross- 
section. Our fits to QCD allow a global normd- 
ization factor 8s (L free parameter. Fits were per- 
formed for many choices of structure functions 
(DO, EHLQ, HMRS, and MT sets), and for sev- 
eral values of renormalization scale. WC find in 
every case much improved statistical agreement 
using a cone size of 1.0. The confidence level for 
R = 0.7 is never greater than lo%, while the 
R = 1.0 results have typical confidence levels of 
50% or greater. In many cases we find adequate 
agreement for 8 cone sire of 1.0 using statistical 
errors only. This poor agreement for a cone size 
of 0.7 probably represents the effect ofgluon radi- 
ation outside the cone, and points to the need for 
comparison of this quantity with next-twleading 
computations which should soon be available. 

The CDF central calorimeter can also be used 
to identify direct photons produced by hard QCD 
processes. Each projective tower is divided into 
an interior electromagnetic section (CEM) with 
15 radiation lengths of lead absorber, and an ex- 
terior badronic section with iron absorber. A 
position-sensitive multiwire proportional cham- 
ber (CES) is imbedded in the CEM at a depth 
of 6 radiation lengths. This system is described 
in detail in [lo]. 

We identify candidate photons as one or two 
towers ofenergy in the CEM, with less than 11% 
hadronic energy and no charged track pointing 
to the cluster. Jet background can be reduced 
by requiring the duster to be isolated, i.e. no 
more than 15% of the cluster energy is allowed 
in a cone of R = 0.7 around the cluster cent&d. 

The remaining sample has significant back- 
grounds dominated by electromagnetic decays of 
isolated x0 and ~mesons. We subtract this back- 
ground using two methods. The projile meihod 
relics on the transverse shower shape of the clus- 
ter, as measured in the CES. A x’ test is per- 
formed to compare the shape of the cluster to 

that for a standard testbeam electron. On av- 
wage the x’ for photons is smaller than for the 
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background. We require x’ < 4 and evaluate 
the remaining fisction of background by Monte 
Carlo simulation. The efficiencies of the cut for 
background and signal have been checked against 
electrons from W decay, photons from q decay 
and +‘a from p decay. 

The conversion methoduses the position-sensitive 
central drift tubes (CDT) to count the number of 
conversions associated with an electromagnetic 
cluster. A photon bar a conversion probability 
of approximately 10% in the outer skin mate- 
rial of the CTC, while typicd backgrounds have 
roughly twice this probability. This subtraction 
technique is independent of photon pt , which 
makes it especially useful in the region above 
40 GeV, where merging of photons from decays 
makes the profile method unusable. The two 
methods give the same cross-section in their com- 
mon region of p, 

In figure 4 we show the isolated single photon 
crow-section from CDF and UAZ [ll] compared 
to next-to-leading order QCD computations [12] 
(photon bremsstrahlung is only included to lead- 
ing order). The inner error bars are the statis- 
tical error and the outer error bars are the sta- 
tistical error combined in quadrature with the 
p, -dependent part of the systematic error. We 
show the pg -independent normalization uncer- 
tainty separately. The prediction varies by 30% 
among common choices of structure functions, 
and by about 10% when the renormalization scale 
is halved or doubled. Calculations including brcms- 
strahlung at next-to-leading order may improve 
the agreement with the measured results. 

This work would have been impossible without 
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erator Division, whose lusistance we gratefully 
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U.S. Department of Energy, the National Science 
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are, the Ministry of Science, Culture and Educa- 
tion of Japan, and the A.P. Sloan Foundation. 
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Fig. 3: Integrated p, distribution within .s jet cone 
of R = 1.0 (points), compared with QCD 
prediction of [9] with p = Et (solid curve). 
Systematic errors included. 
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